


http://www.youtube.com/watch?v=mlXzufEk-2E


Topics I’ll be presenting today
1. How to start with Deep Learning?
- Courses
- Coding Packages
- Logistics
- Simulation Environments

2. Computer Vision

- ImageNet Challenge 
- YOLO
- Visual attention and saliency
- Image Captioning
- Feature Visualization for Deep Networks



Topics I’ll be presenting today
3. Generative Models

- Generative Adversarial Networks

4. Deep Learning Models and Architectural breakthroughs

- Capsule networks

5. Reinforcement Learning

- Deep RL
- Inverse Reinforcement Learning (IRL)



And LOTS of this!



HOW TO START WITH DEEP LEARNING
COURSES:

[Coursera] Neural Networks for Machine Learning — Geoffrey 
Hinton 2016

Deeplearning.ai course playlist - Andrew Ng - 4 courses

CS 294: Deep Reinforcement Learning, Fall 2017

Papers:

Arxiv Sanity Preserver

https://www.youtube.com/playlist?list=PLoRl3Ht4JOcdU872GhiYWf6jwrk_SNhz9
https://www.youtube.com/playlist?list=PLoRl3Ht4JOcdU872GhiYWf6jwrk_SNhz9
https://www.youtube.com/channel/UCcIXc5mJsHVYTZR1maL5l9w/playlists
http://rll.berkeley.edu/deeprlcourse/
http://www.arxiv-sanity.com/


HOW TO START WITH DEEP LEARNING
CODING PLATFORMS:

1. Tensorflow - static computation graphs, 
resources

2. Keras - Front end library
3. PyTorch - DCG, modular,imperative programming
4. Caffe - C++ based





HOW TO START WITH DEEP LEARNING
LOGISTICS:

Cloud: Cloud AI - Google Cloud

AWS Deep Learning in the Cloud

Desktop: Deep learning setup for Ubuntu 16.04 -- with CUDA installation

Datasets: Kaggle 

Datasets @ Deeplearning.net

Open Data for Deep Learning

https://cloud.google.com/products/machine-learning/
https://aws.amazon.com/machine-learning/amis/
https://medium.com/@vivek.yadav/deep-learning-setup-for-ubuntu-16-04-tensorflow-1-2-keras-opencv3-python3-cuda8-and-cudnn5-1-324438dd46f0
https://www.kaggle.com/
http://deeplearning.net/datasets/
https://deeplearning4j.org/opendata


HOW TO START WITH DEEP LEARNING
SIMULATION ENVIRONMENTS (ESPECIALLY FOR REINFORCEMENT 
LEARNING PROBLEMS)

1. OpenAI Gym
2. Carla - Open-source simulator for autonomous driving 

research
3. AirSim - Open source simulator based on Unreal Engine for 

autonomous vehicles from Microsoft AI & Research

https://github.com/openai/gym
https://github.com/carla-simulator/carla
https://github.com/carla-simulator/carla
https://github.com/Microsoft/AirSim
https://github.com/Microsoft/AirSim




Research groups to look out for
1. Google Brain and DeepMind
2. OpenAI
3. FAIR
4. UToronto Machine Learning
5. MILA
6. Baidu AI

https://research.google.com/teams/brain/
https://deepmind.com/
https://openai.com/
https://research.fb.com/category/facebook-ai-research-fair/
http://www.cs.toronto.edu:40292/
https://mila.quebec/
http://research.baidu.com/


Leading deep learning researchers





LEt’s move to v-i-s-i-o-n
ImageNet 

Challenge







Yolo - you only look once

http://www.youtube.com/watch?v=VOC3huqHrss


yolo
- Different types of anchor-boxes
- Divide images into a grid and input each cell 

to the NN
- Make predictions (during testing) for each of 

them
- Use non-max suppression for finding outputs

Redmon, Joseph, et al. "You only look once: Unified, real-time object detection." Proceedings of the IEEE Conference on Computer Vision and 
Pattern Recognition. 2016.

Redmon, Joseph, and Ali Farhadi. "YOLO9000: better, faster, stronger." arXiv preprint arXiv:1612.08242 (2016).



Yolo - framework



Yolo - neural net arch



Visual attention and saliency a.k.a where to look?

Liu, Nian, et al. "Predicting eye fixations using convolutional neural networks." Proceedings of the IEEE Conference on Computer Vision and 
Pattern Recognition. 2015.



Predicting eye fixations using cnn - cvpr 2015 



Image captioning

(from Andrej Karpathy, Li Fei-Fei, Deep Visual-Semantic Alignments for Generating Image Description, CVPR, 2015.)



Explain Images with Multimodal RNNs - baidu research 



FEATURE 
VISUALIZATION 
FOR DEEP 
NETWORKS

Zeiler, Matthew D., and Rob Fergus. "Visualizing and understanding convolutional networks." European conference on computer vision. Springer, Cham, 2014.



Understanding representations in deep nets - why?
- If we don’t understand what the network is learning, we 

can’t tune it to what we want it to learn. A black-box 
genius is of very little use. 

- Explainable AI: AI systems are exceeding human level 
intelligence at complex tasks. Lack of transparency can 
be a major drawback. 

- If the features learnt by the system are not understood, 
the network will be even more prone to adversarial 
attacks.   





PAPERS TO READ
● Karel Lenc, Andrea Vedaldi, Understanding image representations by measuring their equivariance and equivalence, 

CVPR, 2015. [Paper]
● Anh Nguyen, Jason Yosinski, Jeff Clune, Deep Neural Networks are Easily Fooled:High Confidence Predictions for 

Unrecognizable Images, CVPR, 2015. [Paper]
● Aravindh Mahendran, Andrea Vedaldi, Understanding Deep Image Representations by Inverting Them, CVPR, 2015. 

[Paper]
● Bolei Zhou, Aditya Khosla, Agata Lapedriza, Aude Oliva, Antonio Torralba, Object Detectors Emerge in Deep Scene 

CNNs, ICLR, 2015. [arXiv Paper]
● Alexey Dosovitskiy, Thomas Brox, Inverting Visual Representations with Convolutional Networks, arXiv, 2015. 

[Paper]
● Matthrew Zeiler, Rob Fergus, Visualizing and Understanding Convolutional Networks, ECCV, 2014. [Paper]

http://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Lenc_Understanding_Image_Representations_2015_CVPR_paper.pdf
http://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Nguyen_Deep_Neural_Networks_2015_CVPR_paper.pdf
http://www.cv-foundation.org/openaccess/content_cvpr_2015/papers/Mahendran_Understanding_Deep_Image_2015_CVPR_paper.pdf
http://arxiv.org/abs/1412.6856
http://arxiv.org/abs/1506.02753
https://www.cs.nyu.edu/~fergus/papers/zeilerECCV2014.pdf




GENERATIVE MODELS
https://github.com/soumith/ganhacks





GENERATIVE ADVERSARIAL NETWORKS - GANs
- For each mistake on a fake image, the discriminator gets 

penalized and the generator gets a rewarded. 
- Adversarial — the discriminator’s loss is the generator’s gain
- competition leads to mutual improvement.















CNN architecture



equivariance vs invariance
- The pooling operation tries to make the NN 

invariant to small changes in viewpoint.
- This leads to a complication that spatial 

information being lost during pooling, hence 
making a CNN dumb.

- Equivariance means that changes in viewpoints 
will correspond to a change in the firing of the 
neurons, hence learning richer representations of 
the data.



CAPSULE NETWORKS - HINTON 
Hinton: “The pooling 
operation used in 
convolutional neural 
networks is a big 
mistake and the fact 
that it works so well 
is a disaster.”



Capsule networks 
- CNNs do routing by pooling
- A nested layer inside a layer can be called a ‘capsule’
- State of the art for MNIST
- Introduces dynamic routing in between convolutional 

layers
- Layer-based squashing - instead of applying ReLU to each 

neuron separately, we apply it to the grouped neurons as 
a vector (capsule)

- Capsule networks essentially encodes important routing 
information in the capsules, and uses this info during 
the forward pass



CAPSULE NETWORK ARCHITECTURE

https://arxiv.org/pdf/1710.09829.pdf





REINFORCEMENT LEARNING

http://www.youtube.com/watch?v=tXlM99xPQC8


http://www.youtube.com/watch?v=gn4nRCC9TwQ


REINFORCEMENT LEARNING BASICS
Basic idea:

Receive feedback in the form of rewards

Agent’s utility is defined by the reward function

Must (learn to) act so as to maximize expected rewards

All learning is based on observed 

samples of outcomes!



























PAPERS TO READ - IRL

- Abbeel & Ng ICML ’04. Apprenticeship Learning via Inverse Reinforcement 
Learning. Good introduction to inverse reinforcement learning 

- Ziebart et al. AAAI ’08. Maximum Entropy Inverse Reinforcement Learning. 
Introduction to probabilistic method for inverse reinforcement learning 
Modern Papers: Finn et al. ICML ’16. 

- Guided Cost Learning. Sampling based method for MaxEnt IRL that handles 
unknown dynamics and deep reward functions Wulfmeier et al. arXiv ’16. 

- Deep Maximum Entropy Inverse Reinforcement Learning. MaxEnt inverse RL 
using deep reward functions Ho & Ermon NIPS ’16. 

- Generative Adversarial Imitation Learning. Inverse RL method using 
generative adversarial networks






